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ABSTRACT

This article compares the skill of medium-range probabilistic quantitative precipitation forecasts (PQPFs)

generated via two postprocessing mechanisms: 1) the mixed-type meta-Gaussian distribution (MMGD)

model and 2) the censored shifted Gamma distribution (CSGD) model. MMGD derives the PQPF by con-

ditioning on the mean of raw ensemble forecasts. CSGD, on the other hand, is a regression-based mechanism

that estimates PQPF from a prescribed distribution by adjusting the climatological distribution according to

the mean, spread, and probability of precipitation (POP) of raw ensemble forecasts. Each mechanism is

applied to the reforecast of the Global Ensemble Forecast System (GEFS) to yield a postprocessed PQPF

over lead times between 24 and 72 h. The outcome of an evaluation experiment over the mid-Atlantic region

of the United States indicates that the CSGD approach broadly outperforms theMMGD in terms of both the

ensemble mean and the reliability of distribution, although the performance gap tends to be narrow, and at

times mixed, at higher precipitation thresholds (.5mm). Analysis of a rare storm event demonstrates the

superior reliability and sharpness of the CSGD PQPF and underscores the issue of overforecasting by the

MMGD PQPF. This work suggests that the CSGD’s incorporation of ensemble spread and POP does help

enhance its skill, particularly for light forecast amounts, but CSGD’s model structure and its use of optimi-

zation in parameter estimation likely play a more determining role in its outperformance.

1. Introduction

Ensemble weather and hydrologic forecasts have

been playing an increasingly critical role in public

warning, disaster preparedness, and resource manage-

ment (Georgakakos et al. 1998; Ajami et al. 2008;

Pagano et al. 2014). At present, ensemble weather

forecasts supplied by weather agencies worldwide

are created using a combination of techniques, in-

cluding perturbation of initial conditions, parallel runs

of models with different model cores or variants of

physical parameterizations, incorporation of stochastic

tendency terms, and stochastic physics (Houtekamer

et al. 1996; Buizza and Palmer 1998; Du et al. 2003).

Notwithstanding these advances, operational ensem-

bles from weather models can still be subject to severeCorresponding author: Yu Zhang, yu.zhang@noaa.gov
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bias and large errors. In addition, ensemble members can

often be clustered in a narrow window. This phenome-

non, commonly referred to as underdispersion, leads to

severe underrepresentation of the range of possible out-

comes and associated forecast uncertainties.

The errors and underdispersion of ensemble weather

forecasts are particularly concerning to hydrologic fore-

casts, because errors and underdispersion in forecast

variables such as precipitation would translate into bias

and underdispersion in streamflow forecasts, particularly

for large storm events. Systematic ways of addressing

these issues have thus been an important area of research

(Kelly and Krzysztofowicz 1997; Hamill and Whitaker

2006; Krzysztofowicz and Evans 2008).

A number of statistical postprocessing mechanisms

have emerged over the last two decades to address the

aforementioned issues in the ensemble forecast based on

dynamic models. These techniques share the common-

ality of seeking to establish empirical relationships be-

tween forecast variables and observations, and they use

such relationships to predict observations from dynamic

model-based forecast variables. One of the earliest of

such techniques is Model Output Statistics (MOS; Glahn

and Lowry 1972; Carter et al. 1989), an approach de-

veloped by the U.S. National Weather Service (NWS)

that relies on establishing regression equations to relate

the forecast (predictor) and observation (predictand).

More recent developments include Bayesian modeling

averaging (Raftery et al. 2005), logistic regression and

its variants (Hamill and Whitaker 2006), the analog ap-

proach (Hamill andWhitaker 2006), the censored shifted

Gamma distribution (CSGD; Scheuerer and Hamill

2015), Bayesian methods such as the Bayesian processor

of ensemble (BPE; Krzysztofowicz and Evans 2008), and

the mixed-type meta-Gaussian distribution (MMGD; Kelly

and Krzysztofowicz 1997; Herr and Krzysztofowicz 2005;

Wu et al. 2011).

Among the forecast variables, precipitation is perhaps

the most challenging to postprocess because of its space–

time intermittency and usually large forecast errors. Of the

aforementioned postprocessing techniques, two have been

noted for producing skillful probabilistic quantitative pre-

cipitation forecasts (PQPFs) for heavy precipitation

events, namely, the MMGD (Kelly and Krzysztofowicz

1997) model and the CSGD approach (Scheuerer and

Hamill 2015). The MMGD mechanism has been an in-

tegral part of the National Weather Service’s Hydrologic

Ensemble Forecast System (HEFS;Demargne et al. 2014).

It employs a copula to establish the joint distribution of the

ensemble forecast mean and precipitation amounts esti-

mated from observations; it then calculates the conditional

distribution of precipitation given a known forecast en-

semble mean. CSGD, on the other hand, traces its roots to

the MOS approach: it relies on regression, but is distinct

from traditional MOS in that the predictands are param-

eters of a prescribed distribution of precipitation amounts

rather than the precipitation amounts. Relative to the an-

alog approach (Hamill and Whitaker 2006), the CSGD

mechanism uses the dynamicmodel forecast and historical

observations more efficiently, and its postprocessed fore-

cast was shown to be less susceptible to suppression for

heavy precipitation events (Scheuerer and Hamill 2015).

In light of the promising performance of CSGD as

demonstrated in Scheuerer and Hamill (2015), it is of

interest to investigate the relative performance of CSGD

versus MMGD, in particular in processing forecasts that

indicate heavy precipitation. In this study, we perform a

detailed comparison of PQPFs derived using CSGD and

MMGD to determine the relative performance of these

two mechanisms and the specific features of each mech-

anism that give rise to the difference, if any, in their

performance. The key science questions include 1) how

the two mechanisms perform differently in terms of re-

liability, resolution, and sharpness; 2) how their relative

performance varies depending on precipitation intensity,

season, and terrain; and 3) the contribution of ensemble

spread and probability of precipitation (POP) to the dif-

ferential performance. In addition, it must be noted that,

though the postprocessed ensembles generated via the

Meteorological Ensemble Forecast Processor (MEFP)

have been evaluated in a number of studies (e.g., Brown

et al. 2014), PQPF from MMGD has yet to be rigorously

scrutinized. This study complements the extant literature

on MEFP by focusing on the accuracy of MMGD-based

PQPF. In addition, by performing the evaluation on a

high-resolution grid rather than on a basin-average basis,

the study helps inform the development of the next gen-

eration, high-resolution forcings engine for the National

Water Model (NWM; http://water.noaa.gov/documents/

OWP-interface-PDD.pdf).

The remainder of the article is structured as follows.

Section 2 reviews the MMGD and CSGD frameworks.

Section 3 describes the design of postprocessing and

validation experiments, the forecast and observation

data involved, and evaluation metrics. Section 4 presents

the results of intercomparisons and sensitivity analysis.

Section 5 summarizes the results and concludes the study.

2. MMGD and CSGD mechanisms

a. MMGD

First introduced by Kelly and Krzysztofowicz (1997) to

the field of forecast postprocessing, MMGD seeks to es-

tablish the joint distribution of the forecast and obser-

vation using the meta-Gaussian model and then estimate
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the conditional distribution of the observation based on

the forecast (i.e., the PQPF). It is currently implemented

in the NWS’s HEFS (Demargne et al. 2014) as a part of

the MEFP (Wu et al. 2011). MMGD ingests the raw en-

semble forecast and supplies the postprocessed PQPF,

which is subsequently sampled to create postprocessed

ensemble members. A brief description of MMGD is

provided below, while interested readers can find addi-

tional details in Wu et al. (2011).

In MMGD, the cumulative distribution function

(CDF) of the joint probability of precipitation forecast

X and observation Y is given by

F(X,Y)5P(X# x,Y# y). (1)

Because of the intermittent nature of precipitation, Herr

and Krzysztofowicz (2005) decompose the joint distri-

bution by considering four possible conditions, namely, 1)

both the forecast and observation are dry, 2) the forecast

is positive whereas the observation is dry, 3) the forecast

is dry whereas the observation is positive, and 4) both the

forecast and observation are positive. Representing the

probability associated with these four scenarios as P00,

P10, P01, and P11, respectively, F(X, Y) can be expanded

using the conditional law:

F(X ,Y)5P
00
1P

10
G

X
(x)1P

01
G

Y
(y)

1P
11
D(x, y), (2)

where GX(x)5P(X# xjX. 0, Y5 0), GY(y)5P(Y#

yjX5 0, Y. 0), and D (x, y)5P (Y# y, Y# yjX. 0 ,

Y. 0).

Parameters, including Pxx, are derived empirically

from the reforecast and observations; GX(x) and GY(y)

can take various forms. In this study they are assumed to

follow the Pearson type III (P3) distribution:

F
k,u,d

(y)5F
k

�
y2 d

u

�

5
1

G(k)

ð y
d

(u2 d)k21e2(u2d)/u

uk
du ,

(3)

where k, u, and d are the shape, scale, and location pa-

rameters, respectively. The location parameter d accounts

for the intermittencyof precipitation.When d is 0, P3 reverts

to the Gamma distribution, for which the probability of dry

conditionsFk(0) is always zero. This is physically unrealistic,

as it implies that precipitation occurs on a constant basis. A

positive probability of dry conditions Fk(2d/u) can be at-

tained when parameter d is set to be negative.

Parameter D(x, y) is modeled using the bivariate

meta-Gaussian distribution. Let Z and W be standard

normal variables that are obtained by applying a normal

quantile transform to X and Y, that is, Z5Q21[FX(X)]

and W5Q21[FY(Y)], respectively. Assuming that the

joint distribution of Z and W is bivariate Gaussian,

D(x, y) can be written as

D(x, y; r)5BfQ21[F
X
(x)],Q21[F

Y
(y)]; rg, (4)

where r is the correlation betweenZ andW. The density

function of B takes the following form:

f
B
(z,w; r)5

1

2p(12 r2)1/2
exp

�
2
w2 1 z2 2 2rzw

2(12 r2)

�
. (5)

One of the primary goals of the postprocessing is to ob-

tain the CDF of observations conditional on the forecast:

F
YjX(yjx)5P(Y# yjX5 x) . (6)

Wu et al. (2011) shows that FYjX can be expressed as a

function of the conditional CDF DYjX(yjx); gX(x), the
probability density function (PDF) of GX(x); marginal

CDF D(x, ‘), where D(x, ‘)5P(X# x, Y#‘jX. 0,

Y. 0); and its PDF, dX(x):

F
YjX(yjx)5 c(x)1 [12 c(x)]D

YjX(yjx) , (7)

where

c(x)5
P
10
g
X
(x)

P
10
g
X
(x)1P

11
d
X
(x)

. (8)

Establishing the MMGD requires the estimation of 17

parameters, including the correlation, intermittency, and

the parameters for the marginals of the forecast and

observations. As indicated earlier, these parameters are

estimated empirically. The parameters for the marginals

are commonly estimated using the L-moment

(Hosking1990), whereas the correlation is estimated using

Pearson’s correlation. The coefficients Pxx (P00, P01, P10,

and P11) are estimated from reforecast and observation

data using empirical frequency of each of the four scenarios.

b. CSGD

The CSGD method was conceived by Scheuerer and

Hamill (2015). This approach relies on the three-

parameter censored Gamma distribution to model

both observed and forecast precipitation amounts. The

CSGD is practically identical to the P3 distribution

used in modeling the marginals in MMGD [Eq. (3)].

Although the formulation of P3 permits a negative value

of y [Eq. (3)], the precipitation forecast or observation is

guaranteed to be nonnegative. Therefore, a negative

value in the shift parameter d would help assign a

positive probability associated with zero precipitation.
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A distinct feature of CSGD is that both the climato-

logical (unconditional) distribution of the precipitation

observation, and the conditional distribution of the

precipitation forecast, follow the P3 distribution. By

contrast, MMGD produces a mixed-type distribution.

PQPF generation using CSGD is accomplished in three

phases. In phase I, archival observed precipitation is used

to establish the parameters for the climatological or un-

conditional CSGD. Next, in phase II, regression relation-

ships are established using reforecast and observations

between three CSGD parameters and the ensemble mean

and spread. In phase III, the regressions relationship de-

rived earlier would apply to the real-time ensemble fore-

cast to obtain the adjusted CSGD parameters.

Following Scheuerer and Hamill (2015), let us denote

log(11 x) as log1p(x) and exp(x)2 1 as expm1(x). The

regression equations for obtaining the mean ms and

standard deviation of predictive CSGD ss from the

climatological CSGD parameters mcl,s and scl,s are

m
s
5

m
cl,s

a
1,s

log1 p

"
expm1(a

1,s
)

3

 
a
2,s
1a

3,s
POP

f ,s
1a

4,s

f
s

f
cl,s

!#
and (9)

s
s
5s

6,s
s
cl,s

 
m
s

m
cl,s

!a7,s

1a
8,s
MD

f ,s
, (10)

where ai,s, i5 1, . . . , 8 are regression coefficients; POPf ,s

is the probability of precipitation; f s and fcl,s are the mean

of the raw ensemble and the corresponding climatological

mean, respectively; and MDf ,s is a measure of ensemble

spread. In this study, we follow Scheuerer and Hamill

(2015) in computing ensemble mean and spread over a

neighborhood with a radius of six Hydrologic Rainfall

Analysis Project (HRAP) pixels (approximately 24km).

The ensemble spread MD is computed using a weighted

mean absolute error, where the weights are determined

by the distance of a particular pixel to the center pixel.

The predicted ss and ms are then used to estimate the

CSGD (or P3) parameters k and u (note that m5s1ku

and s2 5ku2 for P3).

One critical advantage of the CSGD approach is that

a closed form of continuous ranked probability score

(CRPS) is available (Scheuerer and Hamill 2015). This

allows for an efficient way of estimating a set of optimal

coefficients through minimization of CRPS.

Major differences between andMEFP and CSGD are

summarized in Table 1. Note that one of the differences

is thatMEFP relies on the ensemblemean only, whereas

CSGD utilizes the ensemble mean, spread, and POP. To

assess the impact of incorporating the latter two pre-

dictors, we also implemented a simplified version of the

CSGD, wherein only the ensemble mean is employed as

the predictor in adjusting the ms and ss:

m
s
5m

cl,s

 
a
2,s
1a

4,s

f
s

f
cl,s

!
and (11)

s
s
5s

6,s
s
cl,s

 
m
s

m
cl,s

!1/2
. (12)

It is also worth noting that CSGD preprocesses the

forecast variables prior to conducting the regression. The

preprocessing entails constructing a superensemble using

pairs within a neighborhood, deriving smoothed forecast

variables, and applying a quantile transform to the raw

ensemble traces. These measures are introduced to

MMGD to make the comparison ‘‘fair.’’ The impacts of

these measures on MMGD PQPF will also be examined.

3. Experimental design

Our study region is the service area of the NWS

Middle Atlantic River Forecast Center (MARFC), lo-

cated over the east coast of the United States. As shown

in the top panel of Fig. 1, this area encompasses Penn-

sylvania; Delaware; Maryland; New Jersey; and parts of

West Virginia, Virginia, and New York. The spatial

distribution of precipitation is impacted by the land–

ocean boundary and the presence of the Appalachian

Mountains (top panel of Fig. 1). This area is chosen for

this study for the following reasons. First, multisensor

precipitation records over this region are of high quality,

which provides a basis for robust calibration and vali-

dation of the two postprocessing schemes. Second, a

number of heavy storms occurred in the 2010–14 period,

which allows a meaningful intercomparison and assess-

ment of the twomodels for heavy–extreme precipitation

events. Third, precipitation-producingmechanisms in the

study region are diverse:major players include landfalling

TABLE 1. Comparison of MEFP and CSGD.

Parameter estimation Use of ensemble mean Use of ensemble spread Expanded domain

MEFP Goodness of fit Yes No No

CSGD-P Regression Yes Yes Yes

CSGD-S Regression Yes No Yes
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tropical storms, extratropical cyclones, and, to a lesser

extent, summertime convective storms and orographic

systems. In particular, the central Appalachians region is

known for heavy storms whose formation is influenced by

orographic lifting (Barros and Kuligowski 1998; Smith

et al. 2011). This diversity implies that the outcome of the

experiment would be representative of the entire eastern

United States. To examine the potential influence of

terrain on the relative performance of the two mecha-

nisms, we created a map of elevation zones on the grid

mesh of the postprocessed forecast, with zone i encom-

passing the elevation range of [100im, 100(i11) m]. This

map is shown in the bottom panel of Fig. 1.

For this study region, 6-h precipitation accumulations

from reforecasts of the Global Ensemble Forecast System

(GEFS; Wei et al. 2008; Hamill et al. 2011) and

observations over 1997–2009 were retrieved and serve as

the basis of parameter estimation, whereas corresponding

data for the period of 2010–14 are used for validation. This

training–validation strategy is chosen to mimic the real-

time operation of the NWS hydrologic prediction service

where parameters are derived over a long historical archive

and would be in use without any update for an extended

period of time. In this study, we focus our assessment at

a relatively narrow range of lead times: 24–72h given

the following considerations. First, shorter-range (0–19h)

precipitation forecasts from convective-allowing numeric

weather models are increasingly employed in the NWS in

short-term hydrologic forecasts; accuracy of a GEFS fore-

cast and its postprocessed versions over this range is less

of a concern. Second, forecasters in theNWS typically issue

flood warnings/watches within a lead time of 3 days, and

FIG. 1. (top) Mean annual precipitation accumulation for the mid-Atlantic study domain

(source: PRISM). (bottom) Elevation zones, where zone i covers the elevation range of

[100i m, 100(i 1 1) m].
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the skill of PQPFs is most relevant to river forecast oper-

ations within this window.

The GEFS reforecast was created and maintained at

the Earth System Research Laboratory (Hamill et al.

2013) using version 9.0.1 of GEFS. Over the lead time

windows used in this study, the reforecast data are on a

quadraticGaussian gridmesh that is approximately 40km

in resolution. The reforecasts were issued at a 3-h time

step for lead timeswithin 72h every 24h. The reforecast at

each time step consists of 11 members, one being control

and the rest perturbed. To facilitate parameterization, the

reforecast precipitation for each pixel is accumulated on

6-h intervals ending at synoptic hours, and on a polar

stereographic grid mesh with grid spacing of approxi-

mately 19km to be consistent with that of the observation.

The precipitation observation used in this study is

an adjusted version of the hourly Multisensor Quanti-

tative Precipitation Estimates (MQPE) produced at

the MARFC. The earlier MQPEs (prior to 2002) were

produced using the Stage III algorithm (Zhang et al.

2011), and the later data were based on the Multisensor

Precipitation Estimator (MPE; Seo et al. 2011; Zhang

et al. 2011; Kitzmiller et al. 2013). The MQPEs are on a

polar stereographic gridmesh [the so-calledHRAP grid;

Reed and Maidment 1999], with spatial resolution of

approximately 4.7 km. The original MQPE underwent

adjustment using a monthly gauge-based product as a

reference to mitigate temporally varying biases, and the

resultant product was then accumulated onto 6-h in-

tervals and aggregated onto a coarser grid mesh (each

grid cell consists of 4 3 4 HRAP pixels, or ;19 km in

resolution) that is identical to that used for the processed

GEFS reforecast dataset.

The parameters for the bivariate meta-Gaussian

distribution are estimated using the data over 1997–2009,

and forecast data for 2010–14 are used to derive the

conditional distribution FYjX(yjx) in Eq. (6). The

training for CSGD entails deriving the parameters of

the climatological CSGD (CSGD-C) and the regres-

sion coefficients [Eqs. (9) and (10) for the full CSGD

(CSGD-P) and Eqs. (11) and (12) for the simplified

version of CSGD (CSGD-S)], the latter of which are

estimated using observation and reforecast for the

training period. For the validation period, the regres-

sion coefficients derived for the earlier period are then

used to adjust the climatological CSGD on the basis of

the attributes of raw GEFS forecast. Our evaluation

first focuses on the accuracy of ensemble means using

bias and root-mean-square error (RMSE). Next, we

assess the conditional distributions through Brier skill

score (BSS), reliability, and ranked probability skill

score (CRPSS). The definitions of BSS and CRPSS are

provided in the appendix.

For the reference Brier score and CRPS, we chose to

use the climatological CSGD derived over the 1997–2009

period. In addition toMMGDandCSGD-P, we compute

and show the validation statistics for CSGD-S. The rela-

tive performance of MMGD and CSGD is further illus-

trated through the study of a rare storm event in the fall

of 2010. Here, the sensitivity of MMGD results to quan-

tile mapping and spatial smoothing of ensemble means

is examined.

4. Results

Prior to the assessment of postprocessed PQPF, the

seasonal accuracy of the raw GEFS ensemble mean over

the 2010–14 period as a function of season is briefly char-

acterized. Figures 2a–d show the percentage of 6-h in-

tervals where observed or forecast precipitation exceeds

four thresholds, namely, 0.25, 5, 25, and 50mm (per 6h;

note the amounts are those for 6-h accumulations

throughout the paper), over eachmonth.Also shown is the

percentage of intervals where 6-h precipitation accumula-

tions from both the GEFS mean and observations are

beyond each threshold (referred to as overlapping hours).

It is evident that 1) seasonal variations of precipitation as

depicted by GEFS closely mimic that of analysis; 2) GEFS

has a wet bias (Fig. 2a); 3) the GEFS mean tends to un-

derrepresent the hours with light–moderate to heavy

rainfall, and this becomesmore severe at higher thresholds

(Figs. 2b–d); 4) light to moderate precipitation is more

common during spring (Fig. 2a), whereas most heavy rain

occurs mostly during late summer and fall (Fig. 2d), likely

as a result of landfalling tropical cyclones; and 5) accu-

racy of the GEFS ensemble mean tends to be poor as

judged by the percentage of overlapping hours, and par-

ticularly for heavier precipitation (Figs. 2a–d). The un-

derrepresentation of heavy precipitation is unsurprising, as

some of the heavy precipitation fell during convective

events that cannot be captured at GEFS’s resolution.

a. Evaluation of PQPF means

The means of 6-h precipitation accumulations from

postprocessedPQPFviaMMGDand twoCSGDschemes

are used to compute averaged bias and RMSE for

each lead time and month, and the results are shown in

Figs. 3a–d. Among the PQPFs, bias for the raw GEFS-

based PQPFs is consistently close to neutral; two CSGD

schemes both exhibit negative bias, and the bias is worse

for CSGD-S (Fig. 3a). MMGD, by contrast, exhibits a

sharp positive bias across lead times. A close examination

of the MMGD-based conditional distribution reveals

that, for a large number of instances where the forecast is

zero or nearly zero, the conditional mean is positive.

Further analysis suggests that spatial smoothing plays a

2878 JOURNAL OF HYDROMETEOROLOGY VOLUME 18



large role in inducing this bias, by inflating the POP and

shifting the probability mass inFX(x) [Eq. (2)] toward the

right. For RMSE (Fig. 3b), both CSGD schemes fare

better than MMGD. MMGD does improve upon the

result of GEFS, but the RMSE associated with its results

is consistently higher than that for CSGD-PandCSGD-S.

It is also clear that introducing ensemble spread and POP

as predictors in theCSGD framework has limited impacts

on the RMSE.

The seasonal variations in bias and RMSE are illus-

trated in Figs. 3c and 3d. The conspicuous positive bias in

MMGD illustrated in Fig. 3a is consistent throughout the

year (Fig. 3c), though it is the highest in late spring–early

summer. The timing of this seasonal peak is consistent

with that for GEFS. Both are related to overforecasts by

GEFS for light precipitation events over this period (see

Figs. 2a and 2b). As indicated earlier, the large positive

bias in MMGD-based PQPF is primarily an outcome of

spatial smoothing performed on the forecast ensemble.

PQPFs based on the two CSGD schemes exhibit much

lower bias, and the seasonality of bias differs drastically

from that for GEFS and MMGD (Fig. 3c). Between the

two sets of PQPFs, the PQPF based on CSGD-P exhibits

nearly neutral bias, whereas the bias for CSGD-S is

overall negative and most severely so in July. This sea-

sonal cycle is almost exactly out of phase with that of the

GEFS forecast, whose bias attains a peak (positive) over

the summer. Closer examination reveals a similar negative

bias in the CSGD climatology (Fig. 3c), which most likely

arose from discrepancies in the seasonality of pre-

cipitation between the calibration (1997–2009) and vali-

dation (2010–14) periods. Between the two CSGD

schemes, CSGD-S, which incorporates only the ensemble

mean as a predictor, suffers from more severely negative

bias, and the magnitude of bias closely resembles that of

the CSGD climatology.

The contrasting seasonality in the bias of MMGD and

CSGD-based PQPFs underscores the differing reliance

on the GEFS ensemble mean and climatology by the

three schemes. Evidently, the seasonality in bias in

MMGD PQPF is heavily influenced by that in the GEFS

mean. By contrast, though CSGD schemes also employ

the MMGD ensemble mean as a predictor, the season-

ality of bias ismodulated primarily by the climatology. As

shown in Fig. 3c, the positive bias in the GEFS mean is

unable to offset the seasonal bias of climatology through

either of the CSGD mechanisms. Introducing POP and

ensemble spread as predictors in CSGD proves helpful in

mitigating the bias, possibly because of the enhanced

POP and spread over the summer season.

RMSEs for postprocessed PQPFs exhibit a clear

seasonal cycle with a peak in the summer (Fig. 3b). This

seasonal cycle closely resembles that in the raw GEFS

ensemble. PQPFs from all three schemes outperform

the raw GEFS ensemble in RMSE. Among the three

schemes, the two CSGD schemes outperform the

FIG. 2. Percentage of 6-h intervals where precipitation from observations, GEFS (at 24-h lead time), and both are

beyond the threshold of (a) 0.25, (b) 5, (c) 25, and (d) 50mm.
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MMGD, and this outperformance is more pronounced

over the warm season. Between the twoCSGD schemes,

CSGD-P features slightly lower RMSE. Evidently, de-

spite being more severely biased, in terms of RMSE

CSGD-S is comparable to that based on the full-fledged

CSGD-P.

The reason that MMGD degrades the bias of GEFS,

but at the same time improves the RMSE, is explored in

Fig. 4, where the bias and the mean square error (MSE)

are computed over six precipitation categories and are

then weighted by the percentage of instances (samples)

in each category. Applying this weighting allows for

quantification of the contribution to bias and MSE from

each precipitation category. It is clear in Fig. 4a that the

positive bias induced by MMGD is confined to the

lowest category, whereas at higher categories, the bias

drops and sometimes becomes more negative. These

instances in the lowest category play a major role in

MMGD’s exacerbation of the positive bias, but their

contribution to RMSE is limited due to the small pre-

cipitation magnitude. As shown in Fig. 4b, MMGD

produces a large reduction in weighted MSE over the

middle categories (3–5). Also of note is that all three

schemes degrade MSE at the highest two categories

(Fig. 4b), although the degradation from CSGD schemes

appears milder.

It appears that all three postprocessing schemes are

able to suppress the overforecast, but at the expense of

reducing the forecast amount for events that indeed

occur. The relative efficacy of the three schemes is

apparently mixed. For instances where GEFS indicates

moderate and heavy precipitation, CSGD schemes

tend to perform slightly better by yielding smaller

degradation in MSE. For a light precipitation forecast,

MMGD performs slightly better in MSE. These fea-

tures are consistent with the early finding that applying

MMGD results in a large increase in the positive bias

(Fig. 3), and it is clear that this degradation in bias is

the most severe over light precipitation cases. The two

CSGD schemes yield relatively small changes to the

metrics at the lower thresholds, though CSGD-P ap-

pears to perform better in POD, suggesting a limited

FIG. 3. Comparisons of averaged bias and RMSE of the raw GEFS ensemble mean (g; green), mean of PQPF

based onMMGD (m; black), CSGD-S (s; red), and CSGD-P (p; blue): (a) bias as a function of lead time, (b) RMSE

as a function of lead time, (c)monthly variation in bias at 24-h lead time, and (d)monthly variation inRMSE at 24-h

lead time. The solid line in (c) illustrates the bias of the PQPF based on the CSGD climatology.
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benefit of incorporating ensemble mean and POP in

the CSGD framework.

b. BSS, reliability, and CRPSS

The accuracy of PQPFs is further assessed through

comparison of the BSS (Figs. 5 and 6), decomposition of

the Brier score (Fig. 7), reliability diagrams (Fig. 8), and

CRPSS (Fig. 9).

Figure 5 shows the average BSS fromGEFS, MMGD,

and two CSGD schemes (CSGD-S and CSGD-P) over

lead times at four selected thresholds: 0.25, 5, 10, and

25mm. At the lowest threshold (0.25mm; Fig. 5a),

CSGD-P shows consistently the highest BSS across lead

times, followed by CSGD-S and then MMGD. BSS for

GEFS is the lowest and is frequently below zero, par-

ticularly at longer lead times. Evidently, GEFS PQPF

FIG. 4. (a) Weighted bias and (b) MSE computed at six categories of observed precipitation: 0–0.25, 0.25–1, 1–5,

5–10, 10–25, and 25–50mm. A weighted variable is computed by multiplying the variable over a category with the

percentage of instances within this category.

FIG. 5. Median BSS of the GEFS ensemble, MMGD, and CSGD PQPFs against lead times over the four

precipitation thresholds (per 6 h): (a) 0.25, (b) 5, (c) 10, and (d) 25mm. The dotted line at zero represents the

climatology: points above (below) indicate better (worse) performance than climatology.
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has marginally higher skill than climatology in differ-

entiating wet versus dry conditions. Each of the four

products shows a decline in BSS with lead time, re-

flecting the degradation of skill at long lead times. At the

5-mm threshold (Fig. 5b), CSGD schemes still out-

perform MMGD, but the difference in performance is

much reduced. Also worth noting is that the BSS for the

GEFS raw ensemble is much higher than that at the

0.25-mm threshold and stays positive across the lead

times, suggesting that the raw GEFS forecast is more

skillful than climatology at this threshold. At 10- and

25-mm thresholds (Figs. 5c and 5d, respectively), three

features are evident: 1) BSS values for the two CSGD

schemes are comparable while both are slightly higher

than that for MMGD; 2) the difference among the three

schemes becomes narrower at these thresholds; and 3)

the BSS forGEFS is close to zero or negative, suggesting

that the skill of GEFS is comparable or slightly inferior

to climatology in identifying heavy precipitation.

The seasonal variations of the BSS at the four afore-

mentioned thresholds are shown in Figs. 6a–d. At the

0.25-mm threshold (Fig. 6a), the two CSGD schemes

broadly outperform MMGD for much of the year. The

outperformance is most striking over the summer when

the skill tends to be the lowest. Note that GEFS un-

derperforms climatology between May and August, and

this is likely the cause of its overall negative BSS shown

in Fig. 5a. Each of the postprocessed PQPFs manages to

outperform GEFS and climatology. Between the two

CSGD schemes, CSGD-P clearly outperforms CSGD-S

throughout the year, though only by a small margin. At

higher thresholds (Figs. 6b–d), CSGD schemes still

outperform MMGD over the summer, but the gap be-

tween CSGD andMMGD PQPFs becomes increasingly

narrow, as does the gap between the postprocessed

PQPFs and the raw ensemble.

To identify the key causes for the differential perfor-

mance between CSGD and MMGD schemes in the BSS,

we perform a decomposition of the Brier score per

Murphy (1973), by stratifying the forecasts by the prob-

ability of falling into 1 of 10 evenly distributed bins be-

tween 0 and 1. The resulting aggregate reliability and

resolution are shown in Fig. 7, whereas uncertainty is

omitted as it is independent of the forecast and is there-

fore identical among the three PQPFs. For the aggregate

reliability (Figs. 7a and 7b) in general, CSGD-P PQPF

has a conspicuously higher reliability and resolution than

CSGD-S and MMGD at the lower thresholds (0.25 and

1mm; Figs. 7a and 7b). The difference in performance,

again, narrows at higher thresholds. Another notable

feature is that the reliability of CSGD-S PQPF is much

lower than that of CSGD-P, and it is comparable to that

of MMGD. As for the resolution, it is evident in Figs. 7c

and 7d that both CSGD schemes are superior toMMGD

FIG. 6. As in Fig. 5, but for median BSS at 24-h lead time against months.
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at the two lowest thresholds, while the difference between

the two CSGD schemes is relatively minor. This suggests

that, at least for the light precipitation thresholds, the use

of ensemble spread and POP as predictors mainly helps

to improve aggregate reliability, whereas it is the struc-

tural difference of the two postprocessing mechanisms,

along with the use of optimization in CSGD, that de-

termine the difference in resolution. As resolution is of

higher magnitude, it appears that the latter differences

play a more critical role in shaping the superior perfor-

mance of CSGD versus MMGD.

To further assess the reliability of the three PQPFs

over a specific forecast probability range, we plot the

reliability diagrams at the 24-h lead time (Fig. 8). At

the lowest threshold (0.25mm; Fig. 8a), it is clear that

CSGD-P outperforms CSGD-S and MMGD from the

low to middle probability range, where its observed fre-

quency is the closest to the forecast probability. The ob-

served frequency of CSGD-S tends to be higher than the

forecast probability, pointing to an underforecast in these

categories. The MMGD-based results are in the opposite

direction, pointing to an underforecast. In the higher

probability range, the differences among the three

PQPFs tend to diminish. At the threshold of 5mm

(Fig. 8b), reliability diagrams of the three products are

quite similar, though there is a sign of an underforecast by

MMGD and CSGD-P in the middle range, and by

CSGD-S in the higher range. This feature persists to some

extent even at higher thresholds (Figs. 8c and 8d).Amore

striking feature in these two panels is the severe over-

forecast of MMGD at the higher probability categories

[P 5 (0.8, 1.0) at 25 mm]. A close examination reveals

that all the forecasts in this category per MMGD PQPF

reside in the 6-h interval that ends at 0000UTC1October

2010, over which the GEFS severely overforecasts pre-

cipitation amounts over a swath of the area. This will be

further explored in the subsequent case study.

The differences among the three schemes are sum-

marized by CRPSS. Figures 9a and 9b show the aver-

aged CRPSS as a function of lead time and month,

respectively. Again, it is clear that both CSGD

schemes outperform MMGD across lead times. Between

CSGD-P and CSGD-S, the former performs consistently

better. The seasonal variation of CRPSS is a mirror

image of that of RMSE (Fig. 3), with a trough over the

summer where RMSE peaks. The performance difference

between the CSGD schemes and MMGD is consistent

across seasons. As pointed out by Hersbach (2000),

among others, CRPS can be interpreted as an integral of

the Brier score over threshold values. The difference in

FIG. 7. Brier score decomposed: differences in aggregate reliability and resolution amongMMGD, CSGD-S, and

CSGD-P at a range of precipitation thresholds. Shown are (a) reliability at 24-h lead time, (b) reliability at 72-h lead

time, (c) resolution at 24-h lead time, and (d) resolution at 72-h lead time. Note that the reliability measure is

plotted upside-down in (a) and (b) as lower values indicate better performance.
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CRPSS could be attributed to the difference in perfor-

mance in identifying light rainfall, as shown in the

comparison of BSS (Figs. 5 and 6). Since the instances of

light precipitation are more numerous, the superior

performance of CSGD over these instances tends to

dominate the CRPS. The depressed CRPSS over sum-

mer is consistent with the observation of Scheuerer and

Hamill (2015), and it reflects the difficulty of GEFS in

capturing summertime convective precipitation.

The performance of the three schemes at different el-

evation zones is shown in Fig. 10. Here, the CRPS and

CRPSS from each scheme are plotted against the eleva-

tion zone number for winter (December–February) and

summer (June–August). The observed precipitation

amount in general increases with elevation for both sea-

sons, but the trends in CRPS and CRPSS differ between

the two seasons. Over the winter (Fig. 10a), CRPS for all

three schemes exhibits a trough at zone 4 (400–500-m

range), beyond which it tends to increase along with the

precipitation amount. By contrast, for the summer, CRPS

declines sharply with increasing elevation while the pre-

cipitation amount increases (Fig. 10b). For the winter, both

CSGDschemesoutperformMMGDacross elevation zones

(Figs. 10a and 10c), though the difference tends to be nar-

row between zones 4 and 9. Also of note is that the CRPSS

for MMGD tends to follow the trend of precipitation (in-

creasingwith elevation beyond zone 4), whereasCRPSS for

CSGD schemes is inversely related to precipitation. Over

the summer (Fig. 10b), CRPSS for MMGD tends to in-

crease with precipitation amount until zone 9, whereas

CRPSS based on CSGD schemes declines with pre-

cipitation. Among the three schemes, CSGD-P remains the

best performer whereas CSGD-S underperforms MMGD

at higher elevations (zone 7 and beyond).

FIG. 8. Reliability diagram of the GEFS raw ensemble, MMGD, and CSGD PQPFs at 24-h lead time for a forecast

threshold of (a) 0.25, (b) 5, (c) 10, and (d) 25mm.
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Further analyses of spatial precipitation patterns

(not shown) over the 2010–14 period point to a win-

tertime precipitation maximum over the west slope of

the Appalachians. Note that the windward maximum is

also shown in the PRISM-based, long-term climatology

(Fig. 1), a clear indication of orographic influence.

GEFS performs poorly over this wintertime maximum,

and this poor performance helps explain the increasing

CRPS (declining skill) for the winter. For the summer,

though precipitation in general increases with elevation,

FIG. 9. (a) Monthly-averaged CRPSS of PQPFs (based on MMGD, CSGD-S, and CSGD-P) vs lead time and

(b) CRPSS for PQPFs at 24-h lead time vs month.

FIG. 10. CRPS and CRPSS for PQPF at 24-h lead time over different elevation zones for winter (DJF) and

summer (JJA). Shown are (a) CRPS for winter, (b) CRPS for summer, (c) CRPSS for winter, and (d) CRPSS for

summer. The thin gray line in each panel marks the averaged observed precipitation at each elevation zone.
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the maxima are located off the coast where elevation is

low. As GEFS exhibits low skill over the coastal max-

ima, this difference manifests as a monotonic decline in

the CRPS of the three schemes. Therefore, topography

exerts an influence on the skill of the model and that of

the postprocessed ensemble, primarily by controlling

the spatial distribution of heavy precipitation. However,

it remains unclear why the CRPSS from both CSGD

schemes declines with elevation, whereas the results for

MMGD are mixed.

c. Case study

The skills of MMGD and CSGD in processing heavy

precipitation are illustrated through the forecast and

observed rainfall fields over a major historical storm

event. This event took place between late September

and early October of 2010 over the mid-Atlantic region,

covering a wide swath of area extending from North

Carolina to New York. The maximum storm total ac-

cumulation exceeds 400mm, and widespread flooding

conditions were reported.

Our attention is given to the 6-h period ending at 0000

UTC 1 October 2010. This is the period when an abrupt

drop in reliability is seen in the MMGD PQPF at the

24-h lead time and the 25-mm threshold (Fig. 8d).

Figure 11 shows the observed fields and corresponding

forecast ensembles for PQPF means (Figs. 11a–d) and

the spatial fields of CRPS for MMGD and CSGD

PQPFs (Figs. 11e,f). It appears that the rainfall was

clustered over the northeastern and southwestern por-

tions of the domain, with accumulation amounts at the

centers exceeding 80mm. These centers are divided by a

zone of relatively light accumulation over the central

portion of the rainfall belt (Fig. 11a). As shown in

Fig. 11b, the GEFS ensemble mean at the 24-h lead time

accurately depicts the magnitude and geographic extent

of the rainfall belt, but fails to resolve the fine structure in

space: it depicts a single, ellipsoid-shaped storm cell

rather than the disjoint structure as seen in the obser-

vation. The pixels where MMGD PQPF reports un-

realistically high probability of exceeding 25mm (marked

by yellow crosses in Fig. 11b) mostly reside inside the

GEFS storm center. Both MMGD and CSGD help re-

duce the forecast mean (Figs. 11c,d), while neither suc-

cessfully resolves the spatial details. Between the two

PQPFs, the one derived from CSGD shows lower CRPS

values near the forecast storm center (see pixels marked

by yellow crosses in Figs. 11e,f). This indicates thatCSGD

is more effective in correcting the severe overforecast of

GEFS over the light precipitation zone shown in Fig. 11a.

For the northwest and southeast corners of the domain

where heavy precipitation indeed occurred, CRPS for

CSGD PQPF remains slightly lower.

Figure 12 compares the probability distribution of

postprocessed PQPFs based on MMGD and CSGD

over the aforementioned group of pixels where false

alarms are reported for MMGD (Fig. 11a), and over a

selected pixel where the mean from MMGD and CSGD

PQPFs is nearly identical and yet the CRPS contrasts

sharply. Shown in Fig. 12a is the scatterplot of probability

of the forecast precipitation amount exceeding 25mm

[P(Z. 25mm)] over a 6-h interval based onMMGDand

CSGD. The probability P(Z. 25mm) based onMMGD

is greater than 0.8 over all these pixels, as they were

chosen as such. By contrast, P(Z. 25mm) for CSGD

PQPF is uniformly lower and is below 0.8 for each pixel.

The presence of these false alarms leads to a depressed

reliability of MMGDPQPF over the probability range of

between 0.8 and 0.9. In CSGD PQPF, in none of these

instances did the probability of exceedance go beyond

0.8; the few instances in this probability bracket all

correspond to observed precipitation exceeding 25mm,

resulting in a high reliability of CSGD PQPF (Fig. 8d).

Figure 12b further illustrates the difference in the

MMGD- and CSGD-based distribution of precipitation

amounts for one pixel where the PQPF mean is compa-

rable (around 30mm), yet the P(Z. 25mm) is quite

different (0.46 for CSGD versus 0.87 for MMGD). As

shown in Fig. 12b, the PDF of CSGD PQPF at this pixel

features a sharper peak. This results in a higher CDF at

the 25-mm threshold. As a consequence, the exceedance

probability, which is a complement of CDF, is much

lower for CSGD.

Figure 13 illustrates the impacts of conducting CSGD-

style spatial smoothing and quantile adjustment of the

raw ensemble forecast on the performance of MMGD

over the 6-h interval on 1 October 2010. For this par-

ticular case, these postprocessing measures lead to a net

reduction in RMSE (from 12 to 11mm, not shown). The

MMGD-based PQPF mean declines for a majority of

pixels where rainfall amounts are large, though the re-

sults are mixed at lower amounts (Fig. 13a). In Fig. 13b,

it is clear that CRPS declines after the adjustments over

the center of the domain where GEFS overforecasts the

precipitation amount (Fig. 11b), whereas it increases

somewhat over the periphery of the forecast storm cell.

Evidently, the introduction of CSGD-style postprocess-

ing leads to a suppression of large forecast amounts

through the MMGD approach. For this particular event,

overforecasting by GEFS is a dominant feature, and this

suppression alleviates the overforecasting and thereby

helps improve the PQPF skill by reducing CRPS. It must

be noted that this outcome is not necessarily applicable to

other events or to the 5-yr validation period as a whole.

Indeed, our analysis (not shown) indicates that applying

MMGD without the MMGD-style preprocessing results
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FIG. 11. Observed and forecast rainfall fields (mm) for the 6-h interval ending at 0000 UTC 1 Oct 2010:

(a) observed (radar–gauge QPE), (b) ensemble mean from GEFS, (c) mean of MMGD PQPF, and (d) mean of

CSGD PQPF. (e),(f) The CRPS for this interval for MMGD and CSGD PQPFs. Yellow crosses mark the pixels

where the probability of exceeding 25mm is between 0.8 and 0.9 per MMGD PQPF.
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in a much lower bias and a slightly lower RMSE. A pos-

sible explanation is that the use of a spatially smoothed

forecast and observation creates a larger number of in-

stances where both the forecast and observation are be-

yond zero, and this artificially introduces a wet bias in the

MMGD-based PQPF. Meanwhile, spatial smoothing has

the effect of reducing the heavier forecast amounts, which

may have resulted in a more conservative MMGD-based

PQPF for heavier events.

5. Summary and conclusions

This study assesses the skills of PQPFs obtained via two

postprocessing mechanisms: MMGD, a mature, opera-

tional paradigm that is a part of HEFS, and CSGD, a

more recent, regression-based method. While MMGD

uses the exclusively raw ensemble mean as the condi-

tional variable, CSGD has the ability to integrate addi-

tional predictors such as the ensemble spread and

probability of precipitation. To discern the impacts of

incorporating the latter predictors, both the full (CSGD-

P) and a simplified version of CSGD (CSGD-S) were

implemented, with the latter employing only the ensem-

ble mean as does MMGD. PQPFs from MMGD and the

two versions of CSGD were compared over the mid-

Atlantic region of the United States on PQPF of 6-h

accumulation for lead times between 24 and 72h. Ad-

justments that are a part of training for CSGD, including

the spatial smoothing of the forecast and observations

and quantile corrections, are adopted in the MMGD

calibration to highlight the differences related to struc-

tural factors.

Our assessment using multiple metrics indicates that

CSGD in general outperformsMMGD, in terms of both

the accuracy of the ensemble mean and the sharpness of

the distribution. Interestingly, the simplified version of

CSGD (CSGD-S), which uses only the GEFS ensemble

mean as the predictor, while performing slightly worse

than the full CSGD (CSGD-P), manages to outperform

MMGD by a small margin. While the MMGD and both

CSGD schemes tend to reduce the tail of the values, the

latter are able to correct the aggregate bias to near

neutral, whereas MMGD renders only minor changes to

the bias. The CSGD schemes also show better ability in

reducing the RMSE, especially over the summer season

when RMSE is high. These features persist across the

range of lead times investigated. Comparisons of the

schemes over elevation zones suggest that the differen-

tial performance of the three schemes is to a large extent

determined by the locations of the precipitation max-

ima, which are influenced by terrain and wind direction.

For example, a wintertime maximum is present west of

the Appalachians, pointing to the orographic influence

of heavy storms. Both CSGD schemes outperform

MMGD over this maximum, but this differential per-

formance is more an indication of the higher skill of

CSGD for heavy events and does not necessarily imply

its relative robustness for orographic storms. It is also

found that incorporating ensemble spread and POP

yields much larger improvements in the skill of

FIG. 12. (a) Scatterplot of probability of exceeding 25mm based on MMGD and CSGD-P, where the red circle

marks the pixel with a comparable conditional mean based on the two approaches but a large difference in

exceedance probability, and (b) PDF for the aforementioned pixel, for the 6-h interval ending at 0000 UTC 1 Oct

2010. Vertical lines in (b) mark the 25mm (dotted line) and PQPF means (solid lines).
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CSGD over the summer than the winter: the CRPSS

of CSGD-S drops below of that MMGD at higher ele-

vations, whereas that of CSGD-P is consistently higher.

Further comparison of the three sets of PQPFs shows

that CSGD-based PQPFs are in general more skillful

based on the BSS, CRPSS, and reliability. Yet, it must be

noted that the performance gap of CSGD and MMGD,

as measured by the BSS, tends to contract at higher

precipitation thresholds. Decomposition of the Brier

score reveals a similar trend: the CSGD-P PQPF is

overall more reliable and has a higher resolution than

CSGD-S and MMGD at the lowest precipitation

threshold (0.25mm), but the differences among the

PQPF sets gradually diminish at higher thresholds. The

observations also suggest that integrating ensemble

spread and POP primarily benefit reliability rather than

resolution in distinguishing precipitating versus dry

conditions and in identifying light precipitation

events. Scrutiny of reliability also uncovers an issue of

overforecasting by MMGD PQPF for a rare event on

1October 2010, for which it indicates high probability of

relatively heavy rain (beyond 25mm) over locations

where the actual rainfall amounts were much lower. For

this event, GEFS was unable to capture the spatial

structure of the storm, resulting in an overforecast of the

amount over the light precipitation bands. Applying

MMGD yields relatively minor corrections to the

GEFS-based distribution. By comparison, applying the

CSGD schemes yields a much sharper distribution

with a lower mean and more conservative exceedance

probability at higher thresholds.

The study suggests that the preprocessing measures,

such as spatial smoothing and quantile correction of

GEFS forecasts, are unlikely to be major contributors to

the outperformance of CSGD. Partly responsible for

this is that these measures lead to an increased number

of instances of light precipitation amounts and reduced

correlation. These effects may have distorted the

forecast–observation relationship and made it less ro-

bust. Indeed, we found that the large positive bias in the

MMGD PQPF arises mostly as a result of the reduced

number of dry intervals that increases the probability of

precipitation and distorts the marginal distribution of

the forecast FX(x) [Eq. (4)]. Therefore, we posit that it is

the CSGD’s model structure, along with its use of opti-

mization of CRPS, which is responsible for its out-

performance of MMGD. This minimization of CRPS

helps improve the accuracy of themean as well as that of

higher moments of the PQPF; it also to an extent com-

pensates for any detrimental effects of preprocessing on

the forecast of light precipitation amounts as seen in the

MMGD outcome.

The overall outperformance confirms that CSGD is a

viable, and a potentially more robust, alternative to

MMGD for postprocessing medium-range ensemble

precipitation forecasts both in the framework of HEFS

and for the NWM’s forcings engine. Typically, ensemble

streamflow prediction is generated by feeding traces of

ensemble forcings to a hydrologic model. Therefore, the

sharpness and reliability of the precipitation forecast

will to a large extent determine the sharpness and re-

liability of the ensemble streamflow forecast. Given

FIG. 13. (a) Scatterplot of CRPS for PQPFs based on MMGD without and with quantile adjustment and spatial

smoothing for the 6-h interval ending at 0000UTC1Oct 2010, and (b) spatial plot of thedifference inCRPS for thePQPF

based on MMGD with and without adjustment. Blue (red) colors indicate improvement (degradation) in skill.
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CSGD’s outperformance for severe rainfall events, it is

expected that its introduction to MEFP would yield

tangible gain in the skill of predicting flooding events. In

addition, the high-resolution NWM forecast relies on

the interpolated raw ensemble precipitation forecast

from GEFS as one of the key drivers. Either the CSGD

or MMGD scheme can yield enhancement to the accu-

racy and sharpness of the PQPF. Implementation of

these schemes in these systems would offer the oppor-

tunity to more comprehensively assess their relative

impacts on hydrologic forecasts at different scales and

in different hydroclimate regimes. Finally, while CSGD

is shown to be effective in processing precipitation

forecasts, a major challenge lies ahead in maintaining

the physical relationship among multiple processed

variables. Our current mechanism is the Schaake shuffle

(Clark et al. 2004), while alternatives, including the Bayes-

ian processor of ensemble approach (Krzysztofowicz and

Evans 2008) and the empirical copula coupling Schefzik

et al. (2013), will be investigated in the near future.
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APPENDIX

Definitions of the BSS and CRPSS

The BSS is based on the Brier score, which measures

the distance between the probability that a certain event

would occur and the actual outcome. In precipitation

forecasts, it is common to consider an event in which a

given threshold t, is exceeded for the forecast variable.

A formal definition is given below:

BS(t)5
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where N is the number of forecast instances, pi is the

probability of exceeding threshold t, and oi is the binary

function that takes 1 when the observation exceeds

threshold t and 0 otherwise. To gauge the effectiveness

of a forecast, we also employ the BSS, which is the

normalized difference between the Brier score of a

forecast BSp and that of a reference BSc:
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Murphy (1973) demonstrates that the Brier score can be

decomposed into three elements: reliability, resolution,

and uncertainty:
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(A3)

whereREL,RES, andUNCdenote an aggregatemeasure

of reliability, resolution, and uncertainty;K is the number

of forecast categories; ni is the number of forecasts in

probability category i; o is the mean climatological prob-

ability and is independent of the forecast.

CRPS can be considered as an integration of the Brier

score over a full range of thresholds (Hersbach 2000;

Grimit et al. 2006). Its definition is given below:

CRPS5
1

N
�
N

j51

ð ‘
2‘

[Ff
j (x)2Fo

j (x)]
2dx , (A4)

where N is the number of forecast instances, Ff
i (x) is

the CDF of the forecast at the forecast instance i, and

Fo
i (x) is the observed distribution that takes the form

of Heaviside function H(x2 oi). Grimit et al. (2006)

shows that the CRPS can be considered as a composite

measure of mean absolute error and the sharpness of

a distribution and will degrade to the former for a de-

terministic forecast. The CRPSS is a quantity con-

structed in a way similar to the BSS, that is,

CRPSS52
CRPS

p
2CRPS

r

CRPS
r

, (A5)

where CRPSp is the CRPS for the forecast whereas

CRPSr is based on the reference (climatology).
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